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1. Introduction

Many experiments have been undertaken to investigate the film rupture process [[1-6](#_ENREF_5_1)]. At the first stage of liquid film drainage when a relatively thick liquid phase exists between air bubbles, gravity plays an important role. When the thickness decreases to ~100 nm, the gravity effect becomes negligible, and interfacial interactions including electrostatic, dispersion, and hydration forces begin to be major factors in film drainage and rupture.

The experiment is accumulative result of many environmental effects [[7-14](#_ENREF_5_7)]: random motion of microscopic particles, collisions of surrounding [gas](http://www.iciba.com/gas/) molecules, atmospheric [humidity](http://www.iciba.com/humidity/) etc. Experiments [[11](#_ENREF_5_11)] using microinterferometry showed that foam films of ultrapure de-ionized (DI) water can last up to 10 s, and the contact time between two gas bubble surfaces at close proximity significantly influences the film drainage, rupture, and lifetime. Also using microinterferometry, [Karakashev](http://apps.isiknowledge.com/DaisyOneClickSearch.do?product=WOS&search_mode=DaisyOneClickSearch&db_id=&SID=Q1HLmkPGCh9hO4fDGH4&name=Karakashev%20SI&ut=000260049300036&pos=1) *et al*. [[7](#_ENREF_5_7)] reported the effects of ions on film rupture and the lifetime of aqueous foam films formed from sodium chloride (NaCl), lithium chloride (LiCl), sodium acetate (NaAc), and sodium chlorate (NaClO3). They found that relatively long-lasting and non-draining films prepared from salt solutions above 0.1 M could be observed. The film lifetime was significantly longer by 1 to 2 orders-of-magnitude (i.e., from 10 to 100 s). Also, both the film lifetime and the (average) thickness of the non-draining films increased with increasing salt concentration. This effect has not been observed with foam films stabilized by surfactants. The film lifetime and thickness also increased with increasing film radius. From all these experiments, the thickness order was usually ~100 nm, which is a very different value from the thicknesses obtained using computer simulations.

Recent experiments [[15](#_ENREF_5_15), [16](#_ENREF_5_16)] suggested that nanobubbles can stably form at a hydrophobic surface and in an aqueous solution, and can be used to explain the liquid film rupture through a number of stages [[17](#_ENREF_5_17), [18](#_ENREF_5_18)]. For example, during the film drainage between a big air bubble and a hydrophobic surface, the macroscopic bubble first approaches the apex of the largest surface nanobubbles. An aqueous foam film in nanometer size is effectively formed between the macroscopic bubble and the nanobubble, where the van der Waals attraction is strong. The attractive van der Waals force can destabilize the film locally as traditionally proposed [[19](#_ENREF_5_19)]. The local film destabilization can be further increased by the increase in the local capillary pressure due to the concave surface of the nanobubble, causing the disappearance of the entire macroscopic film. Understanding the rupture of the nanofilms is critical to the nanobubble theory on the rupture of macroscopic films. Unfortunately, the nanofilms cannot be directly visualized and examined due to the limit of optical resolution available. Therefore, studies of nanofilm rupture by MD simulation would be extremely useful in this regard.

Computer simulations and experimental measurements have been used widely in attempts to understand chemical phenomena in bulk liquids, liquid/air, liquid/liquid and liquid-solid interfaces [[20-29](#_ENREF_5_20)]. Understanding liquid film systems are important in understanding industrial processes such as phase separation, flotation separation of particle using gas bubbles, water desalination, etc. Aqueous film systems could be classified mainly as water films containing ions or liquid films containing surfactants. From the perspective of MD simulations, and given the experimental complications associated with the studies of thin films, it makes sense to combine experimental approaches with computational studies to discover new insights that can be used to interpret the fundamental aspect of the phenomena. In this research we present a new model — critical rupture time (CRT) — and propose new criteria for defining and determining the critical thickness and CRT of the film, which, in turn, could be used to accurately distinguish the rupture point based on user-selected parameters. We used the Gibbs dividing area, two stable states, and the correlation between CRT and critical thickness of the aqueous film to predict the critical thickness and CRT. Then, using pure water film as a reference, we determined the effect of ions on the film rupture process. The results from our simulations also were compared with results from experiments.

1. Molecular Models and MD Parameters

OPLS-AA (all-atom optimized potentials for liquid simulations) force field was applied in this study with periodic boundary conditions in three dimensions. Total energy was the sum of potential energy and kinetic energy. Total potential energy contained: bonded interactions, including bond E*bond*, angle E*angle*, and torsion interactions E*torsion*; and non-bonded interactions E*nonbond*, including van der Waals and Coulombic interactions. The equations were as follows,







Here, *req*, *θeq* are equilibrium values of the bond length and bond angle.



The geometric combining rules (OPLS) for the Lennard-Jones coefficients were employed as



The coefficient *fij* = 0.0 for any *i*-*j* pairs connected by a valence bond (1-2 pairs) or a valence bond angle (1-3 pairs); *fij* = 0.5 for 1-4 pairs interactions (atoms separated by exactly three bonds) and *fij* = 1.0 for all of the other cases.

1. Molecular models and MD parameters

MD simulations were performed using the *GROMACS* software package 4.5.3 [[30-33](#_ENREF_5_30)]. In addition, the ion parameters used were specified within the OPLS-AA force field, which were in the data files corresponding to the *GROMACS* distribution. The MD model for water was a simple extended point-charge model as it could reproduce thermodynamic properties at a relatively low computational cost. In the future work, we will employ potential models that taking many-body effects into account. Long-range electrostatic interactions were treated by the particle mesh Ewald. The Lennard-Jones and Coulombic interactions both had a real space cut-off fixed at 14 Å. All simulations were undertaken at a time step of 1 fs. Time coupling used the v-rescale method at a constant temperature of 300 K with a time coupling of 0.1 ps. The velocity-rescaling thermostat is essentially a Berendsen thermostat, which can produce a correct canonical ensemble and still has the advantage of the Berendsen thermostat.

1. Simulation procedure

We first created the film using *GROMACS* by defining the lateral scale (*Lx*=*Ly*) and the thickness of film in three dimensions. We then put the film at the centre of a vacuum box (*Lx*=*Ly*=*Lz*/3) to simulate the liquid-vapour interface. A slab geometry was employed as follows: the size of the box was set to *Lx*=*Ly*, *Lz*=3 *Lx*; the lateral sizes (*Lx*=*Ly*) of film had the same value as the lateral dimensions of the box, and the *Z*-dimension of the film was centred in the box with the two surfaces perpendicular to the *Z*-axis. The overall packing of water films for the initial configuration was close to the experimental density of water (1000 kg m-3).

Some water molecules could escape from the water layer during the simulation. The water molecules and ions were randomly packed into their corresponding boxes. The run times were 11 ns for most water films, 11 ns for films with ions in critical thickness range (Gibbs dividing range in Part 3.3), and 3 ns for films with ions not in Gibbs dividing range. The first 500 ps were used as equilibration period in the NVT ensemble. For water films, five lateral sizes (3×3, 4×4, 6×6, 8×8, 10×10 nm) and 10 simulation durations (1-10 ns) were chosen to study the simulation results. The film *Lz* value ranged from 0.7 to 1.5 nm. For films with Na+ and Cl- ions, the 3×3 nm film contained 8 ions, the 4×4 nm film contained 15 ions, and the 6×6 nm film contained 30 ions. The critical thickness could be determined from the density profile results, and CRT can be obtained by studying the certain size of a film, which ran for 11 ns, applying density, and combining with trajectory snapshots to judge the rupture.

1. Results and Discussions
2. From thin film rupture process to define CRT

#### 3.1.1 Introduction for the criteria of critical density percentage

To introduce CRT, 4×4×1.05 and 4×4×1.10 nm water films were selected as examples to illustrate this methodology. When defining the CRT, the dimensions of the film should be fixed (*Lx*=*Ly*, *Lz*, all fixed) and the water density inside the film versus run time of MD simulation was monitored and assessed.

**Table 1** (Maximum) density (kg m-3) of water films versus run time.

|  |  |
| --- | --- |
| Run time, ns | Film dimensions (*Lx*×*Ly*×*Lz*), nm3 |
| 4×4×1.05 | 4×4×1.10 |
| 0.5-1 | 998.77 | 1006.60 |
| 1 | 997.85 | 1001.04 |
| 2 | 731.91 | 1000.90 |
| 3 | 697.14 | 905.50 |
| 4 | 570.59 | 733.01 |
| 5 | 575.13 | 745.72 |
| 6 | 576.58 | 748.03 |
| 7 | 567.37 | 741.03 |
| 8 | 572.44 | 750.67 |
| 9 | 571.33 | 746.73 |
| 10 | 574.13 | 749.70 |

0.5-1 means the data was collected from 500 - 1000ps duration, and 1 means that data was collected from 1000 to 2000 ps, etc.

Shown in Table 3-1 are the typical results for the maximum density along the *Z* dimension as collected at different run times. A density data file is provided as Supporting Information to show the density profile. All the density profiles were collected along the *Z*-axis with the box size *Lz* partitioned into 200 parts to calculate density; here *Lz* is a box size ofthe *Z* dimension, not the film thickness.



**Figure 1** Effect of the number of box partitions along Z-dimension on the transient profile of (maximum) density for 4×4×1.05 nm water film. The legend shows the number of partitions of the simulation box.

Figure 3-1 shows the density profiles versus the number of box partitions along the *Z* dimension for the 4×4×1.05 nm water film. It is evident from Figure 3-1 that, if the number of box partitions is not greater than 50, the collected density cannot represent the real density profile correctly. Likewise, if the *Lz* were too large, 50 partitions would be unsuitable. When the number of box partitions are ≥100 (e.g., 200 or 400), the simulation provides a consistent density trend. Therefore, 200 box partitions were used for our simulation. As shown from the data in Table 3-1, the density decreases with increasing the run time and the density does not change significantly at long run time, for example, the density of the 4×4×1.05 nm film fluctuates around ~570 kg m-3 after 4 ns.

Figure 3-2 shows snapshots of a 4×4×1.10 nm water film from the unbroken state to the ruptured film state. Holes are stochastically formed within a film, but can further expand, leading to the film rupture, or collapse. The criterion then should be chosen to define CRT. Generally, the film rupture starts with the formation of a hole. Therefore, direct evidence of film rupture could be obtained by identifying a hole within a film from the snapshots and the trajectory of the system. However, more accurate evidence could be achieved from the density profile.

For the 4×4×1.10 nm water film, an average density of 905.50 kg m-3 was obtained at 3 to 4 ns. The snapshot taken at 3700 ps (Figure 3-2) shows that the water film was not intact (as a reference, the time point at 2900 ps could be regarded as intact) even though the maximum density was 905.50 kg m-3. Holes were present in the film; no droplets had formed at 3-4 ns. So, even though the density was > 900 kg m-3, the water film can still have holes. If a film has holes, it is broken to some degree, but it is not entirely broken for droplets to form. Therefore, from the density profile of the 4×4×1.10 nm water film and the snapshots in Figure 3-2, we concluded that, if the density is < 900 kg m-3, the film is not intact.

To extend the application of this methodology to other liquid films (e.g., H-bonding molecular films such as ethanol and polyalcohol, or non-H-bonding molecular films such as aldehydes and ketones), the intact film can be set as having 100% liquid density, and the un-intact film as a lower percentage (e.g., 90%, 80%, 60%, etc.) according to the responding condition, which will be a user-selected parameter to define its critical value according to specific purpose. The choice of this percentage (a standard of critical value, e.g., 90%, 80%, 60%, etc.) for this parameter depends on the final goal of the research, which can be input for the next modeling step (e.g., the bubble coalescence or bubble-particle attachment, the ageing process of aqueous foams [several stages can be distinguished in the foam lifetime]), etc.

With different research goals, different critical density percentages can be used to define the CRT. To study the phenomena associated with the film at the early rupture stage, one can select 90%; however, if area of interest is the middle phase, 75% might be chosen. Finally, if the goal is to investigate the influence or result of the droplets, 60% (i.e., a film that has severely broken into droplets) could be the choice.

In our research, we were concerned with the beginning of the rupture, so 90% was selected to define the CRT. We chose 900 kg m-3 as the standard critical density value for defining the CRT even though the choice was somewhat arbitrary. We also could have chosen 901 or 899 kg m-3 as the critical density for determining the CRT. However, if the average density at a certain time duration (e.g., between the n and n+1 steps of run times [ns]) was > 900 kg m-3 but < 950 kg m-3, the film is considered to be broken to some degree. Early in this 1-ns duration simulation, the film may be intact, however, later in the simulation, holes formed in the water film. Therefore, if the average density was below 850 kg m-3, the film would be considered to be broken at the end of the 1-ns simulation.

#### 3.1.2 Illustration for the determination of CRT

The data presented in Table 3-1 show that, after the film ruptured, the density fluctuates at a level. So, using a 4×4×1.10 nm water film as a typical example, the CRT should satisfy the following two requirements:

1. At a 4-ns duration, the density should be < 90% (900 kg m-3).
2. At a 4-ns duration, the density should be < 90% (900 kg m-3) for the first time.



**Figure 2** Typical density plots to introduce CRT: density of lateral size 4×4 nm films versus run time. The CRT for the 4×4×1.100, 4×4×1.105 and 4×4×1.15 nm films are approximately 1 ns, 2ns and infinity, respectively.

In Figure 3-3, we show a typical plot to introduce CRT using lateral size 4×4 films as an example.



**Figure 3** Computed density profiles of some films versus simulation run time.

To achieve a reasonable and consistent research approach, 1 ns was considered to be the CRT for a 4×4×1.10 nm water film (see Figure 3-4). Following this principle, the CRT for a 4×4×1.05 nm water film would be 2 ns. Figure 3-4 shows the profiles of density versus simulation run time. When the ratio (*Lx*=*Ly*)/*Lz* was different, the final ruptured shapes of films (a series of films with the same *Lx*=*Ly* [e.g., as shown in Figure 3-3]) could be different. For a given water film with a fixed size (e.g., see Figure 3-2), the ruptured shape could be estimated by changing the run time. For different water films, the ruptured shapes also differed. For example, it is not easy for a 4×4×1.10 nm water film to turn into droplets even with a long run time. For some films (e.g., 4×4×1.30 nm water film), a certain shape cannot be achieved because the film will not rupture within a limited run time. For a water film with an *Lz* close to or a slightly larger than its critical thickness (please see the Gibbs dividing range in Part 3.3), it is not easy for the liquid to break into droplets. If the value of the *Lz* is less than its critical thickness, the water film could break into droplets and then form an aggregate (could be also regarded as a droplet state).

From Figure 3-4, when *Lz* was close to the critical thickness (within the Gibbs dividing range; see Part 3.3) of the film, the density change was sensitive at the rupture point. For 3×3×0.95 and 4×4×1.10 nm water films, the final densities were between 600 and 800 kg m-3 within 10 ns; while, for 4×4×1.05 (in Figure 3-3) and 10×10×1.40 nm water films, the final densities were between 400 and 600 kg m-3. The reason for this behaviour was explained before: when the *Lx*=*Ly*/*Lz* value was different, the ruptured shapes could be different, and so the density profile of the final stage was correspondingly different. From the data shown in the figures and the table cited thus far, we noted that, after the film ruptured and even at prolonged the run times, the density does not change much. It just fluctuates around an ultimately achieved value.

#### 3.1.3 Classification of films based on their corresponding CRTs

From Table 3-1 and Figure 3-4, it can be seen that, for 4×4×1.10 nm water film, the rupture time is approximately 4 ns. This kind of film could be stable for a short time. The 4×4×1.0 and 6×6×1.2 nm films actually could exist for a very short time, or they could rupture at the beginning. The 4×4×1.15 and 3×3×1.0 nm films as shown in Figure 3-3 and Figure 3-4, respectively, could have larger CRT values. When the CRT of a film were infinity (meaning that they will not rupture within a limited time), the film could be regarded as a “stable film”. When the film could have a very large CRT, the film was regarded to be a “critical film”, in which the Z-dimensional thickness would be between “thin film” and “stable film”. A “thin film” has a medium CRT lying between the CRTs of a “ruptured film” and a “critical film”. The thinnest film is the type that could rupture in a very short time, and it appears that this kind of film could rupture at the beginning of the film formation. We established the following classifications to distinguish the four types of films: ruptured film, thin film, critical film, and stable film.

Some films that are close to their critical thickness (at the Gibbs dividing range discussed in Part 3.3) had medium CRT values. If they had large CRT values, their density at the first 11 ns would be ~1000 kg m-3. From thermodynamics and the MD study, two stable states (see Part 3.3) are achieved for liquid films after long simulation run times. These stable states are observed in the results obtained from both experiments and MD simulations. One state is 100% (CRT = infinity), and the other is the ruptured film state. If a certain film has a CRT = *A* (0<*A*<∞), after running for a long time, the film could finally change into droplets.

1. The new criterion to define and determine the critical thickness

To determine the critical thickness, MD simulations for different thicknesses and film lateral dimensions at a given constant simulation run time were performed.

**Table** 错误!文档中没有指定样式的文字。**‑2** Density of water films with *Lx*=*Ly*=4 nm, *Lz* = 0.7 to 1.3 nm and run time=2ns.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| *Lz*, nm | 0.7 | 0.8 | 0.9 | 1.0 | 1.1 | 1.2 | 1.3 |
| Density, kg m-3 | 464.68 | 493.10 | 533.64 | 613.30 | 1001.04 | 999.08 | 1000.49 |

Table 3-2 shows the results obtained with a selected run time of 2 ns. When calculating density, one could selectively collect certain periods from the whole run time. For the data presented in Table 3-2, durations ranging from 1000 to 2000ps were selected to collect data needed to calculate density. Therefore, for the results discussed below in Parts 3.3 and 3.4, data from the last 1 ns of the simulation were applied to calculate density.

Generally, if the density was lower than 900 kg m-3, the film was not intact. From Table 2, when *Lz* ≤1.0, the film was broken. Therefore, one should decide which value of thickness is the critical thickness. One method we used was to set a critical density standard to define critical thickness; for example, 800 kg m-3 could be selected as the critical rupture density standard. This means that, if the density was above 800 kg m-3, the film could be considered to be unbroken. Therefore, for the film (*Lx* = *Ly* = 4) in Table 3-2, the critical thickness could be between 1.0 and 1.1 nm, so one could select 1.05 nm. This method based on the severity of the break associated with the density profile. This means that if one selects 600 kg m-3 as the critical rupture density, the critical thickness could be 0.95 nm.

Similarly, following the methodology described for CRT in Part 3.1, 90% was applied here as the user-selected density to identify the critical rupture point. Another method for defining the critical thickness would be to apply accurate dynamic phenomenon. From Table 3-2, the density did not change dramatically when *Lz* ≤1.0; however, when 1.0 < *Lz* < 1.1, the density changed dramatically (within the Gibbs dividing range discussed in Part 3.3). Therefore, if one arbitrarily chose 600 kg m-3 as the critical rupture density standard, the true dynamic phenomenon will not be reflected. Therefore, the value chosen for the critical density should always be within the Gibbs dividing range.

Using water film *Lx* = *Ly* = 4 as an example, the critical thickness can be between 1.1 and 1.0. When *Lx* = *Ly* = 4 and *Lz* = 1.05 nm and if the final density was above 900 kg m-3, the critical thickness could be between 1.0 and 1.05 nm; if the final density was below 900 kg m-3, the critical thickness could be between 1.05 and1.10 nm. In fact, the critical thickness could be obtained more precisely by continuing to divide as shown above. The density changed considerably when the *Lz* was close to its critical thickness.

Comparing the definitions of CRT and critical thickness reveals that when the rupture occurs (in Part 3.3, CRT=A), then after that CRT time point or if the *Lz* changes a little bit, the film state changes dramatically, from unbroken to broken film states. For the definition of CRT (fixed film size) and with a prolonged time, the density exhibits a decreasing trend and fluctuates at a constant value at the final stages of the simulation. At critical film thickness (fixed time), the density decreases significantly at an *Lz* thickness (within the Gibbs dividing range) close to the critical thickness. The two parameters indicate that the system changes significantly at the critical points.

1. Correlation between the CRT and the critical thickness

To propose the Gibbs dividing area (i.e., the Gibbs dividing range) and the two stable film states, a typical plot of density versus thickness is shown in Figure 3-6.



**Figure 4** The illustrational plot of density versus film thickness to define Gibbs dividing surface range.

The term, *D*, is the Gibbs dividing range, *D* = *L*2 - *L*1, where *L*2 and *L*1 describe the film thicknesses of a density value of 100% and 60%, respectively. The Gibbs dividing range is the range [*L*1, *L*2]. When a film thickness *L* is within [*L*1, *L*2], the film is not in its stable state. Only within the Gibbs dividing range, the CRT and critical thickness are sensitive to the change in the run time and film thickness. This Gibbs dividing range serves as a reference for interpreting results in Sections 3.1 and 3.2. If a film (the film size is fixed) has a plot similar to the plot in Figure 3-6, it has a CRT = A (0 < A < ∞). If one film does not have a plot similar to Figure 3-6 (with a finite run time, between A and ∞), this type of film either has CRT = ∞ (at the right side of *L*2) or a CRT = 0 (at the left side of *L*1). When time is fixed, there are two stable film states. When the film thickness *L* is larger than “*L*2,” the density is 100%; when *L* is smaller than “*L*1,” the film forms droplets but is also in stable state.

From Figure 3-7, the plot will shift to the right side slightly when the run time increases. And for a given film, the Gibbs dividing range [*L*1, *L*2] will change slightly, while its *D* value usually will not change significantly. Based on the knowledge that *D* changed very slightly, we plotted *D* versus the film lateral scale *Lx* = *Ly* in Figure 3-8.

This showed that, when the *Lx* = *Ly* became larger, its corresponding *D* value would gradually decrease. Generally, half of the Gibbs area is at 75 to 80% densities, which similarly conforms to the usual interface definition used in the literature.

1. Prediction of CRT and critical thickness

#### 3.4.1 Prediction of CRT

CRTs and critical thicknesses of water films are provided in Tables 3-3 and 3-4, respectively.

**Table 3** CRT of some water films.

|  |  |
| --- | --- |
| Film dimensions (*Lx*×*Ly*×*Lz*), nm3 | CRT, ns |
| 3×3×0.80 | ruptured film |
| 3×3×0.90 | 3 |
| 3×3×0.95 | 5 |
| 3×3×1.00 | >10 |
| 4×4×1.00 | ruptured film |
| 4×4×1.05 | 2 |
| 4×4×1.10 | 4 |
| 4×4×1.15 | >10 |
| 6×6×1.20 | ruptured film |
| 6×6×1.26 | 10 |
| 8×8×1.30 | 6 |
| 8×8×1.366 | >10 |
| 10×10×1.40 | 5 |
| 10×10×1.50 | >10 |

From Table 3-3, when the value of the lateral size (*Lx* = *Ly*) becomes larger, its associated CRT becomes more sensitive. When the lateral size is small (e.g., 3×3 nm), its thickness *L* has a larger range of *D* to have a medium CRT. However, when the *Lx* = *Ly* is large, the same range of *L* could result in the CRT changing from zero (i.e., a ruptured film) to a very large CRT. This is similar to the trend of *D* versus the lateral dimension. From Table 3-3, it is not possible to predict CRT. Table 3-4 lists critical thicknesses of some water films versus time.

**Table 4** Critical thickness (nm) of water films versus run time.

|  |  |
| --- | --- |
| Time, ns | Lateral dimensions (*Lx*×*Ly*), nm2 |
| 3×3 | 4×4 | 6×6 | 8×8 | 10×10 |
| 1 | 0.85 | 1.04 | 1.20 | 1.27 | 1.32 |
| 2 | 0.87 | 1.05 | 1.20 | 1.27 | 1.33 |
| 3 | 0.90 | 1.07 | 1.22 | 1.28 | 1.35 |
| 4 | 0.92 | 1.09 | 1.23 | 1.29 | 1.37 |
| 5 | 0.94 | 1.10 | 1.24 | 1.30 | 1.40 |
| 6 | 0.95 | 1.11 | 1.26 | 1.31 | 1.41 |
| 7 | 0.96 | 1.11 | 1.26 | 1.33 | 1.42 |
| 8 | 0.96 | 1.12 | 1.26 | 1.36 | 1.44 |
| 9 | 0.97 | 1.13 | 1.27 | 1.37 | 1.45 |
| 10 | 0.99 | 1.14 | 1.27 | 1.37 | 1.45 |

Generally, when the lateral size is fixed, the critical thickness does not increase considerably with increasing run time. Figure 3-9 show a plot of critical thicknesses versus run time for 4×4 nm films, which serves as a typical example for predicting the CRT.

In Figure 3-9, the plot levels off over a prolonged run time. If the value of the *L* thickness is small (i.e., not in a stable state), its H-bonding network is not strong enough to keep the water molecules stable, so the film would tend to rupture over time. When the film is stable (CRT=0, droplet state; CRT=∞, always intact film), the cohesive force—H-bonding (H-bonding due to Coulombic-static force) can keep the water molecules in their equilibrium position, but the molecules can still vibrate and fluctuate slightly. It is obvious that, with increasing temperature, the molecules vibrate more rapidly, and the film becomes more likely to rupture and break into droplets. According to thermodynamic theory and MD simulation, the two final stable states result from the van der Waals force and the Coulombic-static force. By fitting this plot, an equation is obtained as follows: , where the film thickness is nm and the CRT is in ns.

#### 3.4.2 Prediction of critical thickness

Critical thicknesses of the water films are provided in Table 3-4.The plot of critical thickness versus the reciprocal of corresponding run time, 1/t, is shown in Figure 3-10 using data from Table 3-4.



**Figure 5** Computed critical film thickness versus reciprocal of its run time (ns), 1/t.

From Figure 3-10, prolonging the run time allows the critical thickness to converge. A final critical thickness can be determined through data fitting when the run time approaches infinity. With a prolonged run time, the trend would level off (see the 4×4 and 8×8 nm films in Figure 3-10). Here, the 1/t value is too narrow to see the trend.

1. Effect of ions on film rupture

The simulation run time was 3 ns for the films with ions. The thinner (e.g., 3×3×0.8 nm) film was ruptured, and the thicker (e.g., 3×3×1.0, 4×4×1.15, 6×6×1.3 nm) water film was unbroken. These films were used as references to study the effect of ions on the film rupture. Here, eight ions (eight Na+ and eight Cl- ions) were added to 3×3, 15 ions to 4×4 nm films, and 30 ions to 6×6 nm films. Table 3-5 shows the states of film after running for 3 ns.

From the results for 3×3×1.0, 4×4×1.15 and 6×6×1.3 nm films, it can be concluded that Na+ and Cl- ions do not break the films. It means that the presence of NaCl does not have an adverse effect on the nanofilm instability. Based on experimental results, the NaCl ion effect on the film stability is weak because sodium and chloride ions are small and, therefore, are strongly hydrated, forming strong iron pairing within the film. However, comparing with big ions and molecules such as surfactants, e.g., sodium dodecyl sulfate, the NaCl salt ions are not strong in stabilizing water films. The salt can only slightly influence the transient stability of the films, which can be important in the flotation separation of hydrophobic particles.

To investigate the effect of ions on a film thickness *L* close to the critical thickness (within the Gibbs dividing range), a 5×5×1.14 nm water film running for 11 ns was applied as reference. This water film ruptured at 4300 ps. By adding 22 NaCl ions, the 5×5×1.14 nm film ruptured at 4350 ps. This comparison shows that NaCl does not have a remarkable effect on film rupture. The TIP4P water model also was applied to study the effect of ions. The simulation run time for the 3×3×1.0 nm TIP4P water film was 4 ns, and the water film was intact throughout the simulation. Eight Na+ and Cl- ions then were added to the water film, and again, the water film was intact after the 4-ns run time..

1. Conclusions

MD simulations of film rupture processes were performed to determine if general predictions of the CRT and critical thickness of water films could be achieved. The CRT is an important parameter when applied to large-scale simulations, and its determination by simulation could be used to assist experimental efforts. The proposal of this new criterion can shed light on the correlation between the rupture process and thermodynamic properties. The combination of MD simulation of films and Gibbs dividing ranges is a new interpretation for film and interface related research. Overall, NaCl ions have an effect on the stability of films but the effect is significantly weaker when compared with surfactants. In the future, we could use large-scale MD simulations to investigate the process, which will take into account all the environmental factors and should be able to reproduce this phenomenon better.
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